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Abstract: 
When reporting the result of a measurement of a physical quantity, it is obligatory that 
some quantitative indication of the quality of the result be given so that those who 
use it can assess its reliability. Without such an indication, measurement results 
cannot be compared, either among themselves or with reference values given in a 
specification or standard. It is therefore necessary that there be a readily 
implemented, easily understood, and generally accepted procedure for characterizing 
the quality of a result of a measurement, that is, for evaluating and expressing its 
uncertainty. 
In this context, the publication of the Guide to the Expression of Uncertainty in 
Measurement (GUM), and later of its Supplement 1, can be considered to be 
landmarks in the field of metrology. The second of these documents recommends a 
general Monte Carlo method for numerically constructing the probability distribution 
of a measurand given the probability distributions of its input quantities. The output 
probability distribution can be used to estimate the fixed value of the measurand and 
to calculate the limits of an interval wherein that value is expected to be found with a 
given probability. 
The proposed tutorial summarizes the GUM, its major statements, and particularly 
addresses the characterization of measurements that include uncertainties in the 
form of intervals. It reviews the application of basic descriptive statistics to data sets 
which contain intervals rather than exclusively point estimates. It describes 
algorithms to compute various means, the median and other percentiles, variance, 
interquartile range, moments, confidence limits, and other important statistics. Within 
the tutorial the computability of these statistics as a function of sample size and 
characteristics of the intervals in the data (degree of overlap, size and regularity of 
widths, etc.) will be worked out. It also reviews the prospects for analyzing such data 
sets with the methods of inferential statistics such as outlier detection and 
regressions. The tutorial explores the tradeoff between measurement precision and 
sample size in statistical results that are sensitive to both. It also argues that an 
approach based on interval statistics could be a reasonable alternative to current 
standard methods for evaluating, expressing and propagating measurement 
uncertainties. 
In addition, the theory underlying GUM Supplement 1 will be re-examined with a view 
to covering explicit or implicit measurement models that may include any number of 
output quantities. It will be discussed that the main elements are Bayes’ theorem, the 
principles of probability calculus, and the rules for constructing prior probability 
distributions. It is stressed that all quantities are assumed to have unique values, so 
their probability distributions are to be interpreted as encoding states of knowledge 
that are logically consistent with all available information and conditional on the 
correctness of the measurement model and on the validity of the statistical 
assumptions that are used to process the measurement data. 


